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Anomayia: Ocmauuivu pokamu po3nooiieHa po3poOKa NpoSpamHozo 3abesneveHHs HaOYIA 3HAYHOT
NONYAAPHOCMI, 00360AI0UU KOMNAHIAM NIOSUYEAMU NPOOYKMUBHICIb 3A80AKU GUKOPUCTNANHIO 2I0OANbHUX pecypcis,
B0OHOUAC ZHUICYIOUU BUMPAMU HA BUPOOHUYMBO MA CKOPOUYIOUU Hac euxody Ha punok. IIpome, maka opeanizayiuna
MoOdenb cmagums neped YRpasuiHyamMu HU3Ky ukaukie. OOHUM i3 MAKUx GUKIUKIG € CKIAOHICb NIAHYB8AHHA 3A60AHb Y
giooaneHomy, posnodireHomy cepedoguwi. OKpim mpaouyitinux Gaxkmopis, AKi 8paAx08yIOMbCa 8 YMO08aX CHilbHOI
pobomu Ha 0OHOMY Micyi, MeHeOdHcepu NOBUHHI 38AXHCAMU HA PI3HOMAHIMHICMb pOOOUUX 200UH A YACOBUX NOACIE, 8
AKUX npayronms 2eozpagiyno po3nodineHi unenu komanou. Hessaoxwcarouu na me, wo 3a ocmauui oecamunimms 0yn0
po3pobnero bazamo memooie NAAHYBAHHA, 0OMENHCeHA KINbKICMb 00CTIOHCeHb NPUCEAYeHa NIAHYS8AHHIO 3 YPAXYBAHHAM
pobouux 200un cniepodimuuxis. Memoio ybo2o A0CiOHCEHHA € POZPOOKA HOBO20 NIOXOOY 00 NAAHYBAHHA, AKULL BPAX0BYE
KaNeHOApHi 0OMediCeHHs. CnispOOIMHUKIE Ma HA0amu YIHHI nopaou OJil KePIiGHUKIE NpPOeKmis, 0COOAUB0 MUX, W0
npayoiome Yy i00aneHux, po3nooileHux cepedosuwax. 3anponoHO8aHa Memoooa02is GKIOUAE pO3POOKY HOB020
aneopummiyHo20 nioxoo0y Oiia CMEOPeHHA ONMUMATLHO20 NAAHY NPOEKMY, AKUll 8paxoeye pobouuti yac npayieHuKis.
Topigusanvruii ananiz i3 KIACUYHUM 080QAZHUM MEeMOOOM NAAHY8AHHS OJisl PO3NOOLIEHUX KOMAHO NOKA348 NOMeHYian
CKOpOUeHHs 3a2anbHOi mpusanocmi npoekmy Ha 6% i npooemoncmpysag ocobaugy eQekmusHicms y npoeKxmax, ujo
Xapaxmepu3zylomscsa 8UCOK0I0 cKaaonicmio epagha 3ae0anv. Kpim moeo, excnepumenmu nOKA3anu, wo niaHy8aHHs 3
VPAXy8anHHAM poOod020 4acy € we epekmusHiuuUM, Koau pisHuYys 8 4aco8UX NOACAX MIdC NIOKOMAHOAMU CMAHOBUMb
npubausHo 8 200uH, W0 8i0nosioac Munosomy pobouomy OHIO npayieHuxa. B nooanvuiomy zanpononoganuil nioxio
MOACHA 000AMKOB0 NOKPAWUMU, 8PAX08YIOYU 000AMKO8I (axmopu ma obmedxiceHHs 6 npoyeci po3nodiny pecypcis,
30Kpema HeoOXIOHICMb CUHXPOHI3AYIL MIdIC IHOCEHepaMu, SKI NPayoiomy y PisHUX YACOBUX NOSCAX.

Knrouosi cnoea: nnanyeamus npoexmis;, pobouuti epaghix; emyuka po3pooxa NpocpamHoz2o 3abe3neyeHmsl;
posnodinene cepedoguuje; 4aco8uil Nosc.

Dopmyn: 0, puc.: 9, maon.: 1, 6ion.: 20

Abstract: In recent years, distributed software development has gained significant popularity, enabling companies
to enhance productivity by leveraging global resources while simultaneously reducing production costs and time-to-
market. However, this organizational model presents management with distinct challenges. One such challenge lies in
the complexity of scheduling tasks in a remote, distributed environment. In addition to the traditional factors considered
in co-located settings, managers must now account for the diverse working hours and time zones of geographically
dispersed team members. Although numerous scheduling techniques have been developed in recent decades, limited
research has focused on scheduling in relation to employees' working hours. This research aims to develop a novel
scheduling approach that incorporates employee calendar constraints and provides valuable insights for project
managers, particularly those operating in remote, distributed environments. The proposed methodology encompasses the
development of a new algorithmic approach to produce an optimal project schedule that accounts for employee working
hours. Comparative analysis against classical two-phase calendarization method and co-located setups showed the
potential to reduce overall project duration by 6% and demonstrates particular efficiency in projects characterized by
high task graph complexity. In addition, experiments showed that scheduling with consideration of working hours is even
more effective when the time zone difference between subteams is approximately 8 hours, aligning with the typical
employee workday. In the future, the proposed technique can be further refined by considering additional factors and
constraints in the resource allocation process, specifically the need for synchronization between engineers working in
different time zones.

Keywords: project scheduling; calendarization; agile software development; distributed environment; time zone.
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1.Introduction

In a remote, distributed setup, members
of one team often work in different time zones.
In such a setup, it is important to adopt task
scheduling approaches that take into account
different working hours. It is especially
important when tasks are interconnected, and
team members can wait much longer while

Figure 1. Project with 3 interconnected tasks

Source: Figure created by authors

Let’s assume we have 2 employees that
work on a project with the same working
schedule, 8 hours per day. If we use the Earliest
Finish Time (EFT) scheduling algorithm, the
project could be finished by 14 o’clock on the
second day. Figure 2 shows the schedule of the

dependent tasks are completed by their
colleagues in other time zones. Figure 1 shows
an example of a project that consists of three
interconnected tasks. Tasks are presented in
circles, with numbers inside depicting the
numero of the task at the top and the time
needed to complete the task at the bottom.
Arrows show dependencies between tasks.

project in this setup in the form of a timing
diagram, which is used to illustrate the
allocation of the parallel project tasks among
the team members and the execution order of
the tasks.

Figure 2. Project schedule when employees have the same working hours

Source: Figure created by authors

If we take 2 employees that work in
different time zones, for example, first in
Eastern Europe (GMT+1) and second in
California (GMT-7). Using the same task
assignments as above but not adapting to the
time difference may result in a slightly longer
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project finish time. In Figure 3, we see that the
first employee cannot start working on the
third task, as it depends on task 2, which is
assigned to his colleague. The planned project
finish is at 12 o'clock on the third day.
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Figure 3. Project schedule when employees have different working hours

Source: Figure created by authors

If we adopt our scheduling algorithm to
take into consideration working hours, we can
improve project timing. EFF will assign the
second task to the first employee, as with his

schedule, he will finish it faster than if it is
assigned to the second employee. With such a
schedule, the project will be finished at 16
o’clock on the second day (Figure 4).

Figure 4. Improved project schedule when employees have different working hours

Source: Figure created by authors

The remainder of the paper is organized
as follows: Section 2 reviews related literature
on project scheduling; Section 3 introduces the
proposed algorithm for task scheduling, which
accounts for employees' working hours;
Section 4 details the experimental setup used
to evaluate the algorithm; and Section 5
presents a discussion of the evaluation results.
Finally, Section 6 offers the paper's
conclusion.

2.Literature Review

Project Managers often use different
scheduling techniques and tools to improve
planning and organization, optimize resource
allocation, reduce risk and uncertainty, and
increase accountability (Fox & Spence, 1998;
Pollack-Johnson & Liberatore, 1998).

The Critical Path Method (CPM) and the
Program Evaluation and Review Technique
(PERT) are the two most popular approaches
for project scheduling.

CPM (Moder, 1988) is a deterministic
technique that utilizes a task graph where each
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task is allocated a deterministic duration. CPM
computes the longest path within this graph,
known as the "critical path." The “critical path”
length is the earliest project completion time
(Khodakarami et al., 2007).

PERT (Malcolm et al., 1959) is another
network technique. It wuses a statistical
approach to calculate the probability of
projects and tasks being completed on time.
PERT requires three different task duration
estimates: pessimistic, optimistic, and most
likely. Then the “critical path” and the start and
finish dates are calculated. PERT is beneficial
when there are significant variations in
optimistic and pessimistic estimates and great
uncertainty regarding project outcomes.

Both CPM and PERT assume that the
resources required by project activities exist in
unlimited quantities. In reality, practitioners
often face high contention for scarce resources,
which frequently causes missed deadlines and
commitments to stakeholders. To prevent this,
a feasible plan must be implemented, which
requires the reflection of a limited number of
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resources. This is a standard problem in project
management and is often referenced in
literature as a Resource-Constrained Project
Scheduling Problem (RCPSP) and shown to be
an NP-hard problem (Blazewicz et al., 1983).
Many RCPSP techniques have been developed
that seek to achieve the earliest project
completion, considering dependencies
between tasks and resource constraints.
RCPSP strategies often apply some heuristics
from real life (Goldratt, 1997), make use of
constraint programming (Kreter et al., 2017;
Vanhoucke & Coelho, 2016), genetic
algorithms (Zhang et al., 2008), and neural
networks (Golab et al., 2023).

Critical Chain Project Management
(CCPM), proposed by Goldratt (1997), is one
of the most well-known resource-constrained
planning strategies. The core concept of
CCPM is the identification and management of
the project's critical chain, which is the
sequence of tasks that determines the project's
overall duration. CCPM has proven to be
effective in resolving resource contentions as
well as tackling problems concerning human
resource behavior.

In most cases, researchers work on new
RCPSP solutions, taking into consideration
some assumptions from real life, like the type
of available resources (renewable, non-
renewable,  double-constrained),  project
activity characteristics (preemptive, varying in
time, multi-mode, etc.), objection function
type (time-based, economic, resource-based,
and others), and availability of information
(deterministic, non-deterministic) (Habibi et
al., 2018).

However, despite numerous RCPSP
techniques being proposed in recent decades,
very little research has been done to address
scheduling concerning employees' working
hours. Zhan (1992) presented a method for
time planning for a project with regard to the
working and non-working days of employees
(calendarization problem). This method
combines two phases. In the first phase, the
earliest start times of activities for a project are
determined without considering the calendar.
In the second phase, start times are mapped to
the dates on employee’s calendars.
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Another algorithm for project scheduling
with calendar constraints was proposed by
Franck et al. (2001). The proposed algorithm
considers minimum and maximum time lags
between activities and time intervals during
which some resources, such as manpower, are
not available and examines different priority
rules for the selection of the next eligible
activity during scheduling. This method
schedules activities with regard to the
working-time calendar common to all
resources, while in practice, different resources
generally have different calendars.

Project scheduling with different
calendars is especially vital for the software
development industry, where engineers, even
in the same team, often work from different
locations and in different time zones. Having a
way to efficiently allocate project tasks among
team members, taking into consideration the
specifics of modern software development,
would be beneficial.

3.Methodology

This research paper seeks to determine
whether adapting widely used scheduling
techniques to align with employees' working
hours can enhance overall project completion
time.

In this section, we define an algorithm
for project scheduling for distributed software
development teams. The proposed algorithm
uses the following assumptions, typical for the
majority of agile software development teams:

-Each project task can be assigned to
exactly one engineer.

-Each engineer can work at the same
time on only one task (no multitasking).

-Each engineer has its own working time
calendar.

-Engineers can work on any task from
the project.

At first, we define the project task queue,
together with the corresponding dependencies
set D; for each task i . In addition, we define
working time calendars C, for each team
member k from the team. Figure 5 illustrates
the proposed algorithm.
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t=t+1

Select task ready for

assignment at t

Figure 5. Calendarization algorithm
Source: Figure created by authors

We start our algorithm with the first time
point t = 0, and proceed with the next steps:

1.Select the highest priority available
task for assignment. If all tasks are already
assigned, terminate algorithm execution.

2.1f no tasks are available at the moment
t, meaning dependencies are not yet resolved,
we repeat fromstep 1 fort =t + 1.

3.If there is a task, that is ready to be
executed, we are iterating among free team
members, and for each team member k, we are
calculating the earliest start time for tasks ESy;
according to their working time calendar. We
assign the task to the team member k who has
the earliest ESy;

4.Repeat assignments from step 1.

We conducted several experiments to
evaluate the proposed algorithm against the
standard two-phase calendarization technique,
where scheduling is performed first without
considering the calendar, and then start times
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Select free employee
with earliest start

A

Asign task

G

are mapped to the dates on employees’
calendars. In addition, we evaluated the project
duration for the local team, where all
employees are working in the same time zone.

Each experiment consisted of 100
projects. We randomly generated a task set for
each project using the model proposed by
Watts & Strogatz (1998) to generate
relationships between tasks. This model can
capture both randomness and clustering, which
are common features in real projects.

In our experiments, we used different
project and team configurations to show the
impact of different factors, such as the varying
number of task dependencies and time
differences between sites. We have considered
the following five different scheduling
parameters: number of tasks, number of
dependencies between tasks, team size, size 1
time zone, and site 2 time zone.

To save costs, many companies from
North  America and Western countries
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outsource software development to an overseas
engineering team. According to an analysis
performed by Divakova (2023), the most
comfortable locations for  software
development outsourcing are Eastern Europe
(Ukraine, Poland, the Czech Republic, and
Romania) and Asia (India, China, the
Philippines, and Vietnam). In conducted
experiments, we simulate setup when the
engineering team is extended with outsourced
engineers at another time zone:

1.The engineering team in Western
Europe outsources to Asia (5 hours difference).

2.The engineering team in California
outsources to Eastern Europe (8 hours
difference).

3.The engineering team in California
outsources to Asia (13 hours difference).

Multiple engineering practitioners agree
in the opinion that the optimal Agile team size
is around 5-7 members (Levison, 2020; Cohn,
2024). In our experiments, we assumed that the
team consisted of six members. The average
task duration can vary significantly depending
on various factors such as the complexity of
tasks, team experience, team velocity, and the
nature of the project. In Agile methodologies
like Scrum, estimation is often performed in
story points, which represent a relative effort
to accomplish a task. Big stories are usually

Table 1 depicts the experimental setup
for this study.
Table 1. Experimental setup

Number Number of
Time zone 1

of Tasks Dependencies

broken down into smaller, manageable tasks
that can be done in 1 to 3 days (Fuqua, 2015).
For our experiments, we assigned each task a
random story point value from the Fibonacci
sequence (Cohn, 2022) with a maximum of 8
and then converted it to absolute time by
multiplying it by team velocity, which is
chosen based on maximum task duration. We
used a total of 15 tasks per project, which is the
typical number of tasks in Agile Sprint (Fuqua,
2015).

For experiments 1-3, we change the
value of dependencies between tasks while
keeping the other parameters constant. Having
more dependencies between tasks makes it
harder to parallelize the work, increasing the
importance  of  coordination  between
employees. Thus, having an efficient
scheduling approach that makes use of
working hours is supposed to be beneficial.

In experiment 4, we study the impact of
project task duration. We increased the
maximum task duration from 8 to 24 hours
with an 8-hour step. We want to verify if the
proposed approach can take advantage of
shorter task durations by having a portion of
tasks assigned and finished before other
employees' time zone shifts, resulting in a
more optimal project schedule.

Time Max Task
. Team
Time zone 2 Difference Duration
Size

(hours) (hours)

07:00)

Asia
Western Europe
1 15 15-60 (step 15) (GMT+06:00) 5 6 24
(GMT+01:00)
California (GMT- Eastern Europe
2 15 15-60 (step 15) 8 6 24

(GMT+01:00)
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Number Number of
Time zone 1

of Tasks Dependencies

Time Max Task

Difference

Time zone 2 Duration

(hours)

(hours)

California (GMT- Asia
3 15 15-60 (step 15) 13 6 24
07:00) (GMT+06:00)
California (GMT- Eastern Europe
4 15 30 8 6 8-24
07:00) (GMT+01:00)

Source: Table created by authors
4. Results and Discussion
In the first experiment, we tested a setup where a
team from Westem Europe outsources to Asia. The time
difference is 5 hours. The experiment results presented in
Figure 6 show that the proposed resource task allocation
strategy performs significantly better than two-phase

Figure 6. Results of the 1st Experiment
Source: Figure created by authors

Figure 7 and Figure 8 show results for experiments
2 and 3, respectively. It is clear from the charts that the
proposed approach is beneficial in these experiments as
well. Another interesting observation, derived from
experiments 2and 3, is that without efficient task allocation,
the distribution of development may not always lead to a
reduction in project duration. We can also

262

calendarization and prove that distributed work from
different time zones could lead to faster project delivery
than work from the same location (time zone). It is even
more beneficial to use the proposed approach as the
number of task dependencies increases.

notice that the maximum gain from distributed
development is achieved when the time zone
difference Dbetween subteams is 8 hours
(second experiment), which correlates to the
working day hours of employees, resulting in a more
optimal concurrent task schedule.



ISSN (Print) 2307-6968, ISSN (Online) 2663-2209
Bueni 3amucku YuiBepcurety «KPOK» Ne4 (76), 2024

Figure 7. Results of the 2nd Experiment
Source: Figure created by authors

Figure 8. Results of the 3rd Experiment
Source: Figure created by authors

Figure 9 presents the results of the 4th makespan tends to increase between the
experiment, which confirms the impact of task proposed and two-phase strategy when we
durations on possible project duration. Project increase the maximum project task duration.
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Figure 9. Results of the 4th Experiment
Source: Figure created by authors

On average, the scheduling technique
presented in this paper resulted in
approximately 6% faster project completion
time in comparison to the two-phase
calendarization approach.

Conclusion

In this paper, we study the resource-
constrained project scheduling problem to
minimize the software development project’s
makespan with regard to employee calendar
constraints. Unlike the previous approach,
where scheduling was first performed without
considering the calendar and then start times
were mapped to the dates of employees’
calendars, we proposed a method to perform
project scheduling that takes into account
employees’ working hours before task
assignment.

Different parameters were tested to
evaluate the effectiveness of the proposed
strategy compared to its counterpart. To be
closer to the real world, we conducted
experiments for popular distributed team
configurations, each containing the onsite part
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