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Anomauyin. /Jocumv 6azamo 0ocniodcenn, pesrome, OOnoGioel ma cmamell npo 6apmiCme HCUMMS Y PIZHUX
micmax ceimy. Hessaoicarouu na me, wjo yi 00cniodcenHs 6azami ma NOMYHCHI, NYOAIKYIOMbCS Auule OCMAmMOYHL
pe3yibmamu, maxi sK peumuHne Micm abo 36e0eHHs HAUBANCIUGIWUX Ma HaumeHnw oyinenux micm. L{a poboma
CNPAMOBAHA HA BUBUEHHS HAUOITbW NpuoamHuux Ons JHcumms micm y €8poni 3a 00NOMO2010 KIACMEPHO20 AHANIZY
darnux npo yinu Ha scummsi 3a 2019 pix. A sacmocyro memood epynyeantsi 3a noOibHicmio abo pizHuYero 8 aleopummax
KAACMepHO20 aHaunisy, OCKLIbKU ICHYlomb 0azamo memodie KiacmepHoi Kiacmepusayii, i 60HU € MeXHIYHUMU abo
aneopummom (Ilog'sizyeanns), Oe pezyrbmamu pi3Hi, SUKOPUCMOBYIOUU HAUNOWUPEHIWI Memoou 38's13Y8aHHs Os
CKAAO0AaHHs OeHOpo2pamu, a came: MIHIMAIbHe ab0 IHOUBIOyanbHe 38'13Y8aHHS, MAKCUMATIbHE ADO0 NOBHE 38'13)68aHHs,
cepedHe abo cepeoHE 36'A3Y8aHHs , 0e MU NOMIMUMO, WO MICIA MOXCYNb 32PYRYSBAMUCS 8 THWULL Kidcmep 8i0n08ioHO
00 Memooy 36 A3Y8aAHHA MA 2e02papiuH020 pO3MAuLy8aHHs, Oe yell mun 0OJI0K08020 auanizy pobumvcs, woob
0onomozmu KOMNAHIAM abo HAGIMb T00SAM GUIHAYUMU, AKe MICMO nepeixamu, woob 3MeHWumy 8apmicms HCUMms.
Takooic yHuxamu nputiHAmMms HenpasuibHO20 PileHHs Y pasi 3MIHU HACMYNHO20 K8APMALy 015 KOHKPEmHOo20 Micma.
Pesynomamu 0o3eonsioms onucamu nodioHicms ma GIOMIHHOCMI 8 CIMPYKMYPI YiH HA MO8aApu ma HOCHyeU 6 Pi3HUX
Micmax ma egponeiicbkux kpainax. Pezynemamu ananizy noxasanu, wjo 8 O0eAKUX €8pPONElCbKUX KpaiHax iCHyIomo
neeni nodibHocmi y 6apmocmi dHcummsi ma 06 €OHAHHS IX 8 00UH KIacmep 3 yPaxy8aHHsIM pisHuYyi 6 ix eeoepagiunomy
posmawiysanti. Lle 6xazye na me, wjo CK1a0 K1acmepis 3a1exicums 6i0 memody 36'a3yeanns 6 ananizi. Lfi pezynomamu
MOdICYmb OYMU BUKOPUCMAHI RPUBAMHUMYU 0COOAMU YU YCMAHOBAMU OISl UOOPY HAUKPAWUX €6DONEUCHKUX KPAiH OJisl
HCUMMSL UWLTIAXOM NOPIGHAHHS 8APMOCMI JHCUMMSA 8 HUX NOPIBHAHO 3 HAAGHUM OHONCEMOM.

Knrwuosi cnosea: xnacmep, sumpamu Ha dcumms, micmo, eiocmawdv, k-cepedni, k-medoiou ma aneopummu
iepapxiunoi Knacmepusayii.

@opmynu: 5, puc.: 14, maon.: 2, 6ion: 6

Annotation. There are a lot of studies, research, summaries, reports, and articles on the cost of living in different
cities around the world. Although these studies are rich and powerful, only final results are published, such as city
rankings, or summaries of the most important and least ranked cities. This paper aims to study the most livable cities
in Europe using the cluster analysis of cost-of-living price data for the year 2019. I will apply the method of grouping
according to similarities or differences in distance and cluster analysis algorithms, as there are many methods of
cluster clustering and they are technical or an algorithm (Linking), where the results are different using the most
common linking methods to draw the dendrogram, namely: the minimum or individual linking, the maximum or full
linking, average or average linking, where we will notice that cities can cluster in a different cluster according to the
method of linking, and the geographical location, Where this type of block analysis is done to help companies or even
people determine which city to move to reduce the cost of living. Where it is important to avoid making the wrong
decision in case of changing the next block for a specific city. The results allow us to describe the similarities and
differences in the price structure of products and services in different cities and European countries. The results of the
analysis showed that there are some similarities in the cost of living in some European countries and grouping them
into one cluster, taking into account the difference in their geographical location. This indicates that the composition
of the clusters depends on the method of linking in the analysis. These results can be used by individuals or institutions
to choose the best European countries to live by comparing the cost of living in them compared to the available
budget.

Key words: cluster, living costs, city, distance, k-means, k-medoids, and hierarchical clustering algorithms.

Formulas: 5; fig.: 14, tabl.: 2, bibl.: 6
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Introduction. A ot of data can be
gathered from different fields but this data is
useless without proper analysis to obtain
useful information. In this paper, we focus on
one of the important techniques - Clustering.
Data clustering is a method of grouping
similar objects together. Thus the similar
objects are clustered in the same group and
dissimilar objects are clustered in different
considered as an unsupervised learning
technique in which objects are grouped in
unknown predefined clusters. On the
contrary, classification is supervised learning
in which objects are assigned to predefined
classes (clusters).

Data clustering is based on the similarity
or dissimilarity (distance) measures between
data points. Hence, these measures make the
cluster analysis.

Also, when we use the dissimilarity
(distance) concept, the latter sentence
becomes: the high quality of clustering is to
obtain low intra-cluster dissimilarity and high
inter-cluster dissimilarity.

Literature review. There are a lot of
researches and studies presented about the
cost of living, methods of studying it, and
how to classify it.for example “Rafaela Costa
Martins de Mello Dourado and Alessandra de
Avila Montin “in the article [The cost of
living in the best livable cities in the world: a
brief predictive quantitative analysis], and
“Ali Mohamed ALnayer “in the article [cost
of living analysis in africa].

But through this paper, I will use cluster
analysis to compile, organize and follow
controls to find and group cities that are cheap
or expensive to live in the same cluster even
with different countries and their locations in
the map, and also give a brief overview of the
ways to use cluster analysis.

Aims. The main goal of this paper is to
demonstrate how cluster analysis algorithms
can be applied to the data on the cost of
living in different European countries.

We introduce a general overview about
Definition of Cost Living Data, and
Description of data, and where we found the
data. And we describe [Algorithms of Cluster
Analysis, The K-means algorithm, k-medoids
algorithm, Hierarchical Clustering, Principal
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Components] techniques and their
application to the visual representation of
cluster analysis results. This model could
help companies or even people to decide
which city to move to in order to decrease
living costs

Results. In my research was used cluster
analysis to compile, organize and follow
controls to find and group cities that are
cheap or expensive to live in the same cluster
even with different countries and their
locations in the map, and also give a brief
overview of the ways to use cluster analysis.

Cost of living analysis by:

The definition of Cambridge Advanced
Learner’s Dictionary the Cost of Living is
"the amount of money that a person needs to
live [Cambridge, D.2013] It depends on
prices on such goods as housing, food, health
care and so on. There can be two different
approaches in the analysis and comparison of
the cost of living in different cities or
locations.

The first approach concentrates on the
construction of the cost of living index which
is a measure of differences in the price of
goods and services. Such a measure
represents the cost of living at a given
location as one number of aggregating prices
on different goods and services. It is easy
then to compare and rank different locations
by this measure. On the other hand, the
amount of money that a person needs to live
also depends on the living standards of the
person. Different persons need different
amounts of goods to be satisfied. So it is
difficult to construct one measure which will
be useful for any person.

Therefore we apply a second approach
comparing the structures of prices on main
goods and services at different locations. To
do this we applied statistical techniques of
cluster analysis and dimension reduction of
multivariate data. In what follows data on the
cost of living from the Numbeo
[www.numbeo.com] website are used.

The description of Data :

Six European countries were selected for
the study. Five most populated cities were
taken in each state. For each city we obtained
data on prices on twenty kinds of consumer
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goods and services from the Numbeo website
[www.numbeo.com], Twenty variables were
selected about living costs prices by (USD)
were collected in 2019 by each city which
can be seen in Table 1.

The considered cities are divided into two
groups according to their geographical
location, as presented in Table 2.

The following different research methods
are used in the article, including Algorithms

of Cluster Analysis. Cluster analysis, also
called data segmentation, has a variety of
goals. All relate to grouping or segmenting a
collection of objects into subsets or (clusters)
such that those within each cluster are more
closely related to one another than objects
assigned to different clusters [Kassambara,
2017].

Table 1

Represents twenty variables of consumer goods and services for cost of living

detailed living costs variables (USD)
Mealinexp Meal, Inexpensive Restaurant
Meal?2 Meal for 2 People, Mid-range Restaurant, Three-course
Beer Domestic Beer
Milk Milk (regular), (1 liter)
Bread Loaf of Fresh White Bread (5009 )
Eggs Eggs (regular) (12)
Cheese Local Cheese (1kg)
Beef Beef Round (1kg) (or Equivalent Back Leg Red Meat)
Apples (regular) (1kg)
Banana (regular) (1kg)
Tomato (regular) (1kg)
Potato (regular) (1kg)
Taxi Taxi 1km ( Normal Tariff)
Utilities Basic (Electricity, Heating, Cooling, Water, Garbage) for 85m2 Apartment
Gasoline Gasoline (1 liter)
Mobile 1 min of Prepaid Mobile Tariff Local (No Discounts or Plans)
Internet Internet (60 Mbps or More, Unlimited Data, Cable/ADSL)
Fitness Fitness Club, Monthly Fee for 1 Adult
Jeans 1 Pair of Jeans (Levis 501 Or Similar)
Nike 1 Pair of Nike Running Shoes (Mid-Range)

The six countries are:{Ukraine, Poland, Czech Republic, Italy, France, Spain} And the

cities being analyzed are: {Kyiv, Kharkov, Dnipro, Odessa, Lviv, Warsaw, Gdansk

Krakov, Wroclaw, Katowice, Prague, Brno, Ostrava, Plzen, Olomouc, Rome, Milan, Naples, Turin, Palermo, Paris,
Marseille, Lyon, Toulouse, Nice, Madrid, Barcelona, Valencia ,Seville ,Zaragoza}.

Table 2
30 cities by continent
Continent Cities
Eastern Europe 15
western Europe 15
Total of 30

The considered goods and services can also be divided into groups with respect to their meaning in the life of typical

consumer :
(3) grocery: {Apples ,Banana ,Tomato ,Potato} (4)

Proximities and Dissimilarities. Cluster
analysis  begins with a quantitative
measurement  of  similarity  between
Candidate objects among a large number of
objects characterized by several variables.

Euclidean distance :

d(A,B) = \/(31 —b1)2 + (a2 —b2)2 + - + (ap — bp)? (1)

(1) leisure time: {Mealinexp, Meal2, Beer, Fitness} (2) local food: {Milk, Bread ,Cheese ,Beef}
services: {Taxi ,Mobile, Internet}

deye X, Y) = in:o(xi —Vi)? )

Manhattan distance
dman(X, Y) = ?=1|(Xi - Y1)| (3)
where the K-means algorithm.
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The K-means algorithm is one of the most
popular iterative descent clustering methods .
and is the most commonly used unsupervised
machine learning algorithm for partitioning a
given data set into a set of k groups (i.e. k
clusters), where k represents the number of
groups pre-specified by the analyst. It
classifies objects in multiple groups (i.e.,
clusters), such that objects within the same
cluster are as similar as possible (i.e., high
intra-class similarity), whereas objects from
different clusters are as dissimilar as possible
(i.e., low inter-class similarity). In k-means
clustering, each cluster is represented by its
center (i.e, centroid) which corresponds to
the mean of points assigned to the cluster
[Kassambara,2017]. [Hastie et al., 2008]:

W( CK) = ineck(xi - Uk)z (4)

We define the total within-cluster
variation as follow :

TOt-WithinSS:Z]]i=1W( Cx) = ZIIE=1 ineck(xi - |J~k)2 ®)

Estimating the optimal number of
clusters: The k-means clustering requires to
specify the number of clusters to be
generated. To compute k-means clustering
using different values of clusters k. the wss
(within the sum of the square) is compute
drawn according to the number of clusters.
The location of a bend (knee) in the plot is
generally considered as an indicator of the
appropriate number of clusters [Kassambara,
2017].

k-medoids  algorithm: A k-medoids
algorithm is a clustering approach related to
k-means clustering for partitioning a data set
into k groups or clusters. In k-medoids
clustering, each cluster is represented by one
of the data points in the cluster. These points
are named cluster medoids. The term medoid
refers to an object within a cluster for which
average dissimilarity between it and all the
other the members of the cluster is minimal.
It corresponds to the most centrally located
point in the cluster.

Hierarchical Clustering: Hierarchical
clustering [or hierarchical cluster analysis
(HCA)] is an alternative approach to
partitioning clustering for grouping objects
based on their similarity. In contrast to
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partitioning clustering, hierarchical clustering
does not require to pre-specify the number of
clusters to be produced. Hierarchical
clustering can be subdivided into two types:

Similarity measures: To decide which
objects/clusters should be combined or
divided, we need methods for measuring the
similarity between objects.

There are many methods to calculate the
(dis)similarity information, including
Euclidean and Manhattan distances to
compute the distance between every pair of
the object in a data set.

Linkage: The linkage function takes the
distance information, and groups pairs of
objects into clusters based on their similarity.
formed clusters are linked to each other to
create bigger clusters. This process is iterated
until all the objects in the original data set are
linked together in a hierarchical tree
[Kassambara, 2017].

Dendrogram: Dendrogram corresponds to
the graphical representation of the
hierarchical tree [Kassambara, 2017].

Verify the cluster tree: After linking the
objects in a data set into a hierarchical cluster
tree, we want to see if the distances in the
tree reflect the original distances accurately.
the linking of objects in the cluster tree
should have a strong correlation with the
distances between objects in the original
distance matrix. The closer the value of the
correlation coefficient is to 1 [Kassambara,
2017].

Principal Components: The principal
component analysis is concerned with
explaining the variance-covariance structure
of a set of variables through a few linear
combinations of these variables. Its general
objectives are (1) data reduction and (2)
interpretation. Although p components are
required to reproduce the total system
variability, often much of this variability can
be accounted for by a small number k of the
principal components. there is almost as
much information in the k components as
there is in the original p variables. The k
principal components can then replace the
initial p variables, and the original data set,
consisting of n measurements on p variables,
is reduced to a data set consisting of n
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measurements on k principal components.
Analyses of principal components are more
of a means to an end rather than an end in
themselves because they frequently serve as
intermediate  steps  in much larger
investigations [Johnson & Wichern, 1998].
With studied data that represent the cost

of living according to the countries
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mentioned above, as well as through the
cities mentioned.

We applied the statistical methods used to
study mass analysis. We will review the
results as follows:

The choice of distance measures is very
important, as it has a strong influence on the
clustering results.
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Figure 1. Visualize distance matrices by used Euclidean method from the cost of living dataset
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Figure 2. Visualize distance matrices by used Manhattan method from the cost of living
dataset

Figure 1, 2: Visualize distance matrices
by used Euclidean and Manhattan from the
cost of living dataset. Red: high similarity
(ie: low dissimilarity) | Blue: low similarity
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The color level is proportional to the value
of the dissimilarity between observations:
pure red if dist.(xi, Xj) = 0 and pure blue if
dist.(xi, xj) = 1. Objects belonging to the
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same cluster are displayed in consecutive As we see from Fig. 5 the variance
order. within the clusters. It decreases as k
As we see From Fig. 3 & Fig. 4 Through the increases, but it can be seen as a bend (or
k-means algorithm results are the cities “elbow”) at k = 4. This bend indicates that
classify into k-groups or “ cluster, based on additional clusters beyond the fourth have
similarities. Each cluster is represented by little value.

the mean value of points in the cluster known
as the cluster centroid.

Cluster plot
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Fig. 3. Visualizing k-means clusters from the cost of living dataset
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Fig. 4. The Determine number of clusters for the cost of living dataset
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Fig. 5. Estimating the optimal number of clusters from the cost of living dataset
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Fig. 6. Hierarchical Clustering for the cost of living dataset

As we see from Fig 6, the cities grouping
in a cluster based on the similarity in the first
stage, and in the second stage the clusters are
merged between them based on the
similarity, and the process continues between
them tell give us dendrogram like above.

We also see from Fig 7 & 8, the results of
Principal Components analysis the main
component explaining the structure of
variance and variance of a group of variables
through a few linear groups of these
variables.
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As we see from the result here are many
cluster agglomeration methods (i.e, linkage
methods). The most common linkage
methods are described below as.

From Figure 9, the result is by the lowest
or singular linkage. That means that the
distance between two clusters is defined as
the minimum value of all marital distances
between the elements by Euclidean in cluster
1 and the elements in cluster 2, and cluster 3,
and cluster 4. It is combined with the linking
between them consisting of the dendrogram.
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Individuals factor map (PCA)
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Figure 7. Principal Components from the cost of living dataset

Variables factor map (PCA)

i
Utilities

Internet

Mobile

Taxi Fitness

Gasqlapes”

Dim 1 (75.37%)

Figure 8. Principal Components from the cost of living dataset
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Figure 9. Dendrogram by Euclidean distance and Single Linkage from the cost of living

dataset
From Fig 10, the result is by the lowest or cluster 1 and the elements in cluster 2, and
singular linkage. That means that the distance cluster 3, and cluster 4. It is combined with
between two clusters is defined as the the linking between them consisting of the
minimum value of all marital distances dendrogram.
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Figure. 10. Dendrogram by Manhattan distance and Single Linkage from the cost of living
dataset

48



ISSN (Print) 2307-6968, ISSN (Online) 2663-2209
Bueni 3anucku YHiBepcurery «KPOK» No2 (58), 2020

Cluster Dendrogram
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Figure 11. Dendrogram by Euclidean distance and complete Linkage from the cost of living

From Fig 11, the result is by the
Maximum or complete linkage. That means
that The distance between two clusters is
defined as the maximum value of all pairwise
distances between the elements by Euclidean
in cluster 1 and the elements in cluster 2, and
cluster 3, and cluster 4. It tends to produce
more compact clusters and It is combined
with the linking between them consisting of
the dendrogram. From Fig 12, the result is by

Cluster Dendrogram
G0 -

dataset

the Maximum or complete linkage. That
means that The distance between two clusters
is defined as the maximum value of all
pairwise distances between the elements by
Manhattan in cluster 1 and the elements in
cluster 2, and cluster 3, and cluster 4. It tends
to produce more compact clusters and It is
combined with the linking between them
consisting of the dendrogram.
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Figure 12. Dendrogram by Manhattan distance and Complete Linkage from the cost of
living dataset
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Figure 13. Dendrogram by Euclidean distance and Average Linkage from the cost of living

dataset
From Fig 13, the result is by the Mean or cluster 2, and cluster 3, and cluster 4. It tends
average linkage. That means that The to produce more compact clusters and It is
distance between two clusters is defined as combined with the linking between them
the average distance between elements by consisting of the dendrogram.
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Figure 14. Dendrogram by Manhattan distance and Average Linkage from the cost of living
dataset
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From Fig 14, the result is by the Mean or
average linkage. That means that The
distance between two clusters is defined as
the average distance between elements by
Manhattan in cluster 1 and the elements in
cluster 2, and cluster 3, and cluster 4. It tends
to produce more compact clusters and It is
combined with the linking between them
consisting of the dendrogram.

From the previous results of analyzing the
cost of living data in Europe, it is possible to
use the comprehensive analysis to clarify that
it is possible to conclude that cities close to
each other in cost converge in one group
regardless of their geographical location in
terms of proximity or distance, regardless of
the difference in language or Currency or
internal system, surprisingly, there are cities
from Western Europe that fall in the same
group as cities from Eastern Europe in terms
of cheap living costs, and we can notice the
difference by looking at the charts shown
earlier.

This is because there are countries that
have a local currency such as Ukraine and
countries that have the euro currency, such as
Italy and France, for this purpose in this
paper | used the US dollar as a general
measure.

In this paper, we consider k-mean and k-
medoids  methods and  hierarchical
aggregation algorithms and their applications
for the problem of cost-of-living data
analysis. Ironing processes obtained through
grouping techniques are visualized through
dimensional reduction techniques such as
major components and multidimensional
scaling. The results obtained through
different algorithms are different, but they
are consistent with each other in their basic
features. Whereas, as we note from the
graphs in the results, the grouping of cities in
each cluster differs according to the method
of connection used, as in this way we have
been able to compile and direct them in
drawing a dendrogram clear fundament that
differs from what is common in other

o1

research that reflects different opinions in the
way of output and analysis The results, as
these results allow us to describe the
similarities and differences in the price
structure of products and services in different
cities and European countries.

Conclusions. The results of the analysis
showed that there are some similarities in the
cost of living in some European countries
and grouping them into one cluster, taking
into account the difference in their
geographical location. This indicates that the
composition of the clusters depends on the
method of linking in the analysis.

These results can be used by individuals
or institutions to choose the best European
countries to live by comparing the cost of
living in them compared to the available
budget.
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